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The three-dimensional Green’s function of water waves in variable-bathymetry
regions, associated with the problem of propagation of water waves emitted from a
monochromatic point source, is derived and studied. The solution is of interest in
its own right but also provides useful information for the formulation and treatment
of complex wave-body—seabed interaction problems in variable-bathymetry regions,
especially as regards the hydrodynamic characteristics of large structures installed in
the nearshore and coastal environment. Assuming a parallel-contour bathymetry, with
a continuous depth function of the form A(x, y) = h(x), attaining constant, but possibly
different, values at the semi-infinite regions x < a and x > b, the problem is reduced to a
two-dimensional one, by using Fourier transform. The transformed problem is treated
by applying domain decomposition and reformulating it as a transmission problem in
the finite domain containing the bottom irregularity. An appropriate decomposition of
the wave potential is introduced, permitting the singular part to be solved analytically,
and the problem for the regular part to be reformulated as a variational problem. An
enhanced local-mode series representation is used for the regular wave potential in
the variable-bathymetry region, including the propagating mode, the sloping-bottom
mode (see Athanassoulis & Belibassakis 1999), and a number of evanescent modes.
Using this representation, in conjunction with the variational principle, a forced system
of horizontal coupled-mode equations is derived for the determination of the complex
modal-amplitude functions of the regular wave potential. This system is numerically
solved by using a second-order central finite-difference scheme. The source-generated
water-wave potential is, finally, obtained by an efficient numerical Fourier inversion
based on FFT. Numerical results are presented and discussed for various bottom
topographies, including smooth but steep underwater trenches and ridges, putting
emphasis on the identification of the important features of the near- and far-field
patterns on the horizontal plane and on the vertical plane containing the point source.
Characteristic patterns of trapped (well-localized) wave propagation over ridges are
predicted and discussed.

1. Introduction

Water-wave interaction with floating and/or immersed bodies, in variable-bathy-
metry regions with different depths at infinity, is an interesting and mathematically
difficult problem, especially when all characteristic lengths are of the same order of
magnitude, and no assumptions concerning mildness of bottom slope are introduced.
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This class of problems is further complicated by the fact that the physical properties
of the medium (the depth and thus the propagation speed) are different at infinity
as approached from different directions. In this case, the far-field wave pattern is not
known a priori, and thus its asymptotic form at infinity is part of the problem.

The present work deals with the construction and the efficient numerical calculation
of the three-dimensional Green’s function for harmonic water waves over an uneven
bottom topography. This Green’s function permits one to formulate and solve three-
dimensional wave-body interaction problems in variable-bathymetry regions with
different depths at infinity, by means of boundary integral equations supported only on
the wetted surface of the scatterers (bodies). The solution of these problems is of great
practical importance for many applications, for example the hydrodynamic analysis
of large floating structures (megafloats) in the nearshore and coastal environment.
Although the nonlinearity of water waves is also of great importance, it seems
unavoidable to start by studying the linearized version of the problem. One of our
main concerns in formulating and studying this problem is to investigate the far-field
wave pattern which, in this case, is expected to be azimuthally strongly anisotropic.

Similar problems of harmonic-wave interaction with localized scatterers or inclu-
sions in non-uniform media, characterized by a variable index of refraction, are also
frequently encountered in applications related to acoustic, elastic and electromagnetic
wave propagation. Felsen & Marcuvitz (1973) and Brekhovskikh & Godin (1992)
present an excellent account of solutions of acoustic and electromagnetic radiation
and scattering problems in continuously stratified and layered media.

The first derivation of the Green’s function of harmonic water waves in the case
of a water layer of constant depth was given by John (1950); see also Wehausen &
Laitone (1960, § 13) and Mei (1986, Ch. 7). Thorne (1953) studied the whole sequence
of singular solutions (source, dipole, multipoles) for infinite depth and constant finite
depth. The latter case was further studied by Newman (1985) with emphasis on
developing efficient algorithms for numerical calculations. John’s solution has been
generalized by Evans (1972) to the case of two half-strips of constant but different
depths, with application to the problem of oblique transmission of water waves over
a shelf of arbitrary profile. The Green’s function of the mild-slope equation, for the
case of a mildly sloped bottom topography connecting two areas of different depths,
has been studied by Belibassakis (2000), putting emphasis on the investigation of the
structure of the far field. It is shown that, in the case of a monotonic bed profile, the
main characteristics of the far field are: (i) the formation of a shadow zone with an
ever expanding width, which is located above the bottom shoaling, and (ii) in each of
the two sectors not including the area of variable depth, the asymptotic behaviour of
the wave field approaches the form of an outgoing cylindrical wave, propagating with
an amplitude of O(p~'/?), where p is the horizontal distance from the source, and
wavelength corresponding to the sector depth at infinity. On the other hand, in the
shadow zone, a weak wave system is outgoing at infinity with amplitude of O(p=3/2),
consisting of the superposition of two waves with wavelengths corresponding to the
two depths at infinity (Belibassakis 2000, §3). In the case of non-monotonic bed
profiles as, for example, in the case of a source over a smooth underwater ridge, duct
propagation at specific frequencies could occur, corresponding to the appearance of
guided modes (or trapped waves) over the ridge; see e.g. Mei (1983, Ch. 4.6).

In the present work, the three-dimensional Green’s function of harmonic water
waves in a parallel-contour bathymetry connecting two shelves of constant, yet
different, depth is derived and studied. This work generalizes the results of Belibassakis
(2000) to the general bathymetry case, without any assumption concerning the vertical
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structure of the wave field like, for example, the one imposed by the mild-slope
approximation.

The structure of this paper is as follows. In §2 the differential formulation of the
problem is presented, both in physical and in Fourier-transformed space, under the
assumption that all physical length scales, i.e. the wavelengths, the bottom variation
length and the depths, are considered comparable. Thus, no asymptotic assumptions
are introduced for them, and no restrictions are imposed concerning the magnitude
of bottom slope and/or curvature. Since the bottom geometry is assumed to be
invariant with respect to one horizontal direction, the problem is treated by means
of a Fourier transform. By applying domain decomposition, the Fourier-transformed
problem is reformulated as a two-dimensional transmission problem in the finite
interval containing the variable-depth bottom. Specific care is taken in extending the
formulation in the complex Fourier domain, enabling, at a subsequent step, a robust
numerical inversion by means of FFT.

In § 3, a decomposition of the Green’s function to an analytically invertible singular
part and a regular part is made, permitting the efficient treatment of the singularity
in physical space. In §4, a variational principle is presented for the regular part
of the wave potential, which, in conjunction with an enhanced local-mode series
expansion, leads to a coupled-mode system of equations for the determination of
the complex modal amplitudes. The enhanced local-mode series expansion, which
was first introduced and studied by Athanassoulis & Belibassakis (1999), contains as
well as the usual propagating and evanescent modes, an additional term, called the
sloping-bottom mode, enabling the consistent satisfaction of the boundary condition
on the non-horizontal parts of the bottom. The rate of convergence of the enhanced
local-mode series is fast (of O(n™*)), and thus only a few terms are required to
obtain accurate results. In §5, the numerical scheme for solving the coupled-mode
system and implementing the fast Fourier inversion is presented and tested in simple
cases, where the exact solution is analytically known. In §6 numerical results are
presented and discussed for various bottom topographies, including smooth but steep
underwater shoals, trenches and ridges, aimed at the identification of the important
features of the near- and far-field patterns on the horizontal and the vertical planes.
Finally, in §7, the application of the present Green’s function to three-dimensional
wave—body-seabed interaction problems in variable-bathymetry regions is discussed.
Two Appendices contain results concerning the case of a point source lying far from
the bottom irregularity, and the leading-order far-field asymptotics of the source field.

2. Differential formulation of the problem

The marine environment studied consists of a horizontally unbounded water layer
D;p, confined between a free surface d Dr3p and a rigid bottom 3 D 5p. It is assumed
that the bathymetry exhibits an arbitrary one-dimensional variation, and thus it is
characterized by parallel, straight bottom contours lying between two regions of
constant but possibly different depth, #=h; and h = h;. Without loss of generality
we assume h3 < hy; see figure 1. The liquid is assumed homogeneous, inviscid and
incompressible, and the flow is excited by a pulsating monochromatic point source of
angular frequency w, located in Dsp.

A Cartesian coordinate system is introduced, with its origin at some point on the
mean water level, the z-axis pointing upwards and the y-axis parallel to the bottom
contours; see figure 1. The liquid domain D;p will be represented by D;p=D X R,
where D is the (two-dimensional) intersection of D3p by a vertical plane perpendicular
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X=a

FIGURE 1. Domain decomposition and basic notation. The point source is denoted
by an asterisk.

to the bottom contours, and R =(—o0, +o0). The local depth, measured from the mean
water level, is described by a smooth, y-independent function Ai(x, y) = h(x), which is
considered to be twice continuously differentiable. In accordance with this description

h(x)=h(a)=nh; forall x<a, h(x)=hb)=h;s forall x=b. (2.1)

The liquid domain is decomposed in three subdomains D{}) = D x R,m=1,2, 3,
defined as follows: Dgg is the constant-depth subdomain characterized by x <a, DY)
is the constant-depth subdomain characterized by x > b, and D} is the variable
bathymetry subdomain lying between Dgll; and DfD). Similar decompositions are
applied to the free-surface and bottom boundaries. Finally, we define the vertical
interfaces dD\'” and aD{* separating the three subdomains, which are vertical
segments (between the bottom and the mean water level) at x =a and x = b, respec-
tively. See figure 1.

2.1. The boundary value problem

In the context of linearized water-wave theory, see e.g. Stoker (1957) or Wehausen &
Laitone (1960), the time-harmonic wave potential corresponding to a pulsating source
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located at ro=(xog, yo, zo) 1S given by
B(r, ;1) = Re{®d(r, 13 ) exp(—ioon)}, (2.2)

where r = (x, y, z),i=+/—1, u =w?/g is the frequency parameter, g is the acceleration
due to gravity, and &(r, ro; u) satisfies the problem

’d  9’d  9’P

=—8(r —ry), I € Dsp, 23
axz + ayz + azz ( 0) 3D ( a)
0P 0P
— —ud = 0, r € 0Dgsp, — =0, r € 90Dp;sp. (23b,C)
0z ' on ’
@ along with its spatial derivatives is bounded and behaves like outgoing waves as
p =& —x0P+(y— ) - (2.3d)

Without loss of generality we assume that y, = 0. The boundary value problem (2.3)
will be referred to as the three-dimensional wave problem 2;p(Dsp, i, o). Since the
geometry of the domain and the forcing of this problem are symmetric with respect
to y, it is expected that the solution @(r, ry; i) exhibits the same symmetry.

The present development will focus on the case where the point source is located
inside the variable-bathymetry region, ie. Xo = (xo,29) € D?. This seems to be
the most interesting case from the point of view of applications (e.g. wave—body
interaction problems) in the nearshore and coastal environment, usually characterized
by depth variations. Also, if the source lies in one of the two constant-depth subregions
DW or DY, close to the ends of the variable-depth subdomain D®® (at a distance of a
few wavelengths), the present approach is directly applicable by artificially extending
the subdomain D® to include the point source. The other case, where the point
source lies in D™, m = 1 or 3, at a great distance from D, is simpler and it is
discussed in Appendix A.

Exploiting the cylindrical character of the geometry of the liquid domain in the
horizontal sense, i.e. D;p =D X R, it is possible to reduce the dimensionality of the
problem by one, by taking the Fourier transform with respect to y. The transformed
wave potential will be denoted by ¢(X, Xq; &), where X = (x, z) and Xo = (xo, zo). The
following pair of equations clarifies our conventions regarding the 2m-factors and
exponent signs in the Fourier transform:

1 +o0 - +0o0 )
oxxi8) =5 [ o reiwe My, (e m=/ p(X. Xo:£)e ™ dé.
s - (2.4a,b)

Applying the Fourier transform to the problem £;p(Dsp, u, o), we obtain the
following family of two-dimensional wave problems (¢ € R):

1 .

Vi —Ep = —ES(X —x0)8(z —z9) in D, (2.5a)
9 9
% _up=0 on oDy, =0 on oDy, (2.5b, ¢)
0z on

¢ along with its spatial derivatives is bounded and
behaves like outgoing waves as |x| — oo, (2.5d)

where V2=0%/dx%+92/3z> denotes the two-dimensional Laplacian on the vertical
plane. The family of boundary value problems (2.5) is referred to as the transformed
wave problem 2¢(D, 11, Xo). The source point being fixed, the transformed wave
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potential ¢(X, Xo;&) will sometimes denoted by ¢(x, z;&). Since the solution of the
three-dimensional problem is y-symmetric, the transformed wave potential ¢(X, X¢;&)
will also be symmetric with respect to the real Fourier parameter &. Thus, it is possible
to consider the problem 2;:(D, i, Xo) only for & € R*, and then extend the solution
to £ € R~ by symmetry, i.e.

(p(X1 XO;g) = ¢(X7 XO;_S)s é: ER". (26)

2.2. The matching-boundary value problem in the variable depth subdomain

For any value of the Fourier parameter & € R™ (except, possibly a discrete subset of
values corresponding to the singularities of ¢(x, z; &) lying on the positive real axis; see
below), the transformed wave problem can be reformulated as a transmission problem
in the finite subdomain D®. To this end, the following, general representations of the
potential ¢(x, z;&) in the semi-infinite strips D" and D®), obtained by separation of
variables (see e.g. Evans 1972; Miles 1967), will be used:

Left half-strip DV (x <a):
o V(x, 2:8) = C3(§) exp(—ix, 78 (§)) 2 (2)

+ ZCS’(s)z,i“(z)exp((x —a)A'\V(€)), (2.7a)

n=1

Right half-strip D (x > b):
oP(x, 2:8) = Cg(€) exp (ix, #75(6)) 25 (2)

+ Zc,?)(@zﬁ(z)exp(—(x —b)A'V(E)), (2.7b)

n=1

where
m m)\ 2 m m)\ 2
HE) =\ (k) =82, A ME) =/ (") +€% n=1,2..., m=123.
(2.8)
The coefficients C™(§)=C™, m=1,3, n=0,1,2,..., apearing in (2.7), will be

determined by means of the appropriate matching conditions at the interfaces
dD" and aD{. The sets of numbers {ik(", k" n=1,2,...}, and the sets of
vertical functions {Z\"(z),n=0,1,2,...},m=1, 3, appearing in (2.7) and (2.8), are,
respectively, the eigenvalues and the corresponding eigenfunctions of the following
regular Sturm—Liouville problems:

ZZ(m)
d - 2(2) + (k,(lm))ZZ(M)(Z) =0, —h, <z<0, (2.9a)
Z
dZ(m) 0 dz(m) _hm
O nz"(0) =0, Az ) _, (2.9, ¢)
dz dz

which are obtained, respectively, by separation of variables in the half-strips
D™ m=1,3. The eigenvalues {ik{", k™), m=1,3, are obtained as the roots of
the dispersion relations

hy =—k™h,, tan(k(’”)hm), m=1,3, (2.10a)
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and the eigenfunctions {Z!"(z),n=0, 1,2, ...} are given by
cosh (k(()'")(z + hw))
cosh (k§"'h,,)
cos (k\"(z + hy,))
cos(kif")hm)

Zi"(z) =

]

Z\"M(z) = n=1,2,..., m=13. (2.10b)

It is important to observe that the wavenumbers {ik(", k", n=1,2,...} and the
vertical eigenfunctions {Z"(z),n=0,1,2,...}, m=1, 3, are £-independent.

By invoking the standard theory of regular eigenvalue problems (see e.g.
Coddington & Levinson 1955, §7.4), we can assert that the expansions (2.7a,b)
are complete in the intervals z € [—h,,, 0], m =1, 3, respectively. Thus, under the
assumption that the functions {C"(£),n=0,1,2...}, m=1,3, are absolutely
integrable on the real axis & € R, all requirements of the transformed problem
P:(D, u,Xo) are fulfilled in D™, m=1,3, respectively, including the radiation
condition, (2.5d).

Exploiting the expansions (2.7) the problem Z¢(D, 1, Xo) can be reformulated as a
matching-boundary value problem in the bounded subdomain D® as follows:

Problem 2} (D®, C\V, C\Y, 1, Xo): Find the potential ¢?(x, z;&) defined in D, and

the coefficients C,ﬁ’"’(é), m=1,3,n=0,1,2,..., satisfying the equations
1
VR — 82—~ 5(x —x0)d(z — 20),  x € D, (211a)
9@ dp®
Y _up® =0, xeap?, Y —0, xeip?, (2.11b,¢)
0z on
dp® 9o
o= %0y eyp?, (2.11d,e)
ox 0x
CIPG)
G =, 20T ype, (2111.8)

0x ox ’
where n denotes the outward unit normal vector; see figure 1. The wave potentials o™,
m =1, 3, and their horizontal derivatives 99" /dx, appearing in the above equations
are considered to be defined through the series expansions (2.7), and their termwise
derivatives with respect to the horizontal coordinate, at x =a and x = b, respectively.

2.3. Extension of the formulation to complex &

To obtain the numerical solution of the original problem #;p(D;sp, i, o), the Fourier
inversion (2.4b) will be evaluated by an efficient application of the discrete Fourier
transform (described in § 5). The discrete Fourier transform is based on the truncation
of the infinite interval of integration and on the discretization (sampling) of the
integrand in the finite subinterval. However, it is well known that undersampling in
the £-domain causes aliasing in the physical y-domain. An effective way to eliminate
the aliasing problem is to move the integration contour into the complex plane. Thus,
we need to consider the transformed wave problem for & =§&; +1&,. Under specific
conventions that will be introduced below for restoring the analyticity in the complex
domain of the multi-valued functions ,%”L’")(S), n=0,1,2,..., m=1,3, defined by
(2.8), it can be seen that the representations (2.7) remain valid for & lying in the two



274 K. A. Belibassakis and G. A. Athanassoulis
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FIGURE 2. The strips S and Sy, and the contour of integration C = C~ U C™ for the Fourier
inversion in the complex &-domain. The location of the singularities ik(()'”), iikgm), iikgm) .....

and the associated branch cuts, for each half-strip D", m = 1,3, is shown by using small
circles and thick lines, respectively. Note that the path of integration is selected to pass through

the strips S% and S, where Im(y/(k{")? — £2) > 0.

half-strips:
feShi={0<& <0c<& <0}, where —min{k{",kV} <c<0, (2.120)
and
Sou=1{—00 <& <0,0<&<d}, where 0<d <min{kl" &}, (2.120)
These strips are shown in figure 2 (shaded area). The branch points of the functions

H g")(é)z (kg"))2 — &2, are located symmetrically on the real £-axis at the points

£=+ky", m=1,3. We define the associated cuts along the real £-axis, as presented
in figure 2 (thick lines), so that the imaginary part of %~ g") (&) takes positive
values below the positive real axis and above the negative real axis. Thus, for
£ € S} U S, the following holds: Im{# (" (£)} > 0. In addition, the branch points of

the functions # ™(&) =/ (k)2 + &2, n=1,2...,m=1, 3, are located symmetrically
on the imaginary &-axis at the points & =4k, n=1,2...,m=1,3. We define
the associated cuts along the imaginary &-axis, as presented in figure 2, so that
Re{A# " (&)} >0 for £ € SHU Sy,.

On the basis of the above considerations, and under the assumptions that the
functions {C/(&),n=0,1,2...}, m=1, 3, are analytic in S}, U Sy,, and satisfy the
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following growth conditions, for & € S} U Sy, |&1] — co:

() |c"©) < AVexp(—alm{#(©)}), |C@)| < A} exp(bIm{A"(€)}).
(i) |CU(E)] < AV (1 +g|7), for some g > 0,

where Aﬁ{"), n=20,1,2,...,m =1, 3, are positive constants, the representations (2.7)
satisfy all the requirements of the transformed problem 2;(D, i, Xo) in D™, m = 1, 3,
respectively, including the radiation condition, (2.5d). Moreover, in accordance with
the above conventions, the condition of symmetry (2.6) is naturally extended into the
complex domain, and thus the transformed problem Z:(D, i, X¢) is expected to be
symmetric with respect to the origin, i.e.

P(X, Xo; & +16) = @(X, Xo; —& — &), & € S, (2.13)

On the basis of the theory of analytic functions, see, e.g., Sidorov, Fedoryuk &
Shabunin (1985), the Fourier inversion can now be equivalently calculated by moving
the integration contour (C) in the complex domain within S} U Sp,;. Furthermore, by
taking the contour to be symmetric with respect to the origin, see figure 2, and using
(2.13), the Fourier inversion is written as follows:

O(r,Toip) =2 / o(X. X0:8) cos(&y) d. (2.14)

£e(Ch)

where (C™) is the part of (C) lying in S,

3. The treatment of the physical-space singularity
3.1. Decomposition of the wave potential into singular and regular parts

The potentials @(r, ro;u) in three dimensions, and (X, X¢;&) in two dimensions,
exhibit, respectively, the singularities

1
@(r, ro;,u,) ~ m as I — 1Ty, (310)

and
o(X, X0:&) ~ Ko(£|X — Xo|)/(2m)* as X > X, for &€ RY, (3.1b)

where K is the Bessel-K function of zero order. Therefore, it is natural, to seek a
decomposition of the solution of the problem .@g(D(z), CV, CY 1, Xo) of the form

P (X, X05€) = Psng(X, X058) + @reg(X, X0;€), X € DY, (3.2)

where ¢g,,(X, Xo;&) contains the singularity (3.15), and @,.4(X, Xo;&) remains regular
throughout the whole physical domain D). For reasons that will be explained below,
in the present work, the singular part of the solution is selected to be of the form

Ko(§[X — Xol)
(2m)*

where c¢(X, Xo) and A(X, Xq;&) are regular functions, and c¢(Xg, Xo) = 1. It is useful to
make a distinction here between the physical-space singularity, located at X = Xq, and
the singularities that both ¢g,.(X, Xo;&) and @,(X, Xo;&) may have in the complex
g-plane. Let & denote the set of points in the strip SJj at which @g,(X, Xo;&) or
@reg(X, Xo; &) may become singular. Then, for all £ € S{\& (called also &-regular
values), the function ¢,4(X, Xo;&) is considered to be bounded and smooth (at

Psng(X, X053 &) = ¢(X, Xo) + A(X, X0;8), (3.3)
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least twice continously differentiable) with respect to both physical-space coordinates
X, Xg € D.

The two functions ¢y,, and ¢,., need not satisfy individually the differential equation
and all the boundary/matching conditions of the problem. All these requirements are
to be fulfilled by their superposition (3.2). Apart from its singular character, the
following additional requirements are imposed on ¢, :

(1) to satisfy individually the free-surface condition

a Sn,
% — U@ =0, X €Dy, (3.40)
z
and
(ii) to vanish identically in a neighbourhood of the vertical interfaces d D!?, 9 D>,
ie.
for x € [a,a + ), z € [—h(a),0],
sn s > = 4
Pong(X: X036) =0 {for xe(b-5bl, ze[—hb)0], (3.4b)
where § > 0. The latter requirement implies
P e . 9 (1) .
reg(X, X038) = 9V(X, X0:£) and Preg(X, X0 &) _J¢ (X, X0>§)’ x € 9D\,
ax ax
(3.5a, b)

and similar matching conditions on 8D(,23 ). That is, the satisfaction of the matching
conditions on the vertical interfaces is taken over by ¢, only, which simplifies the
corresponding numerical implementation.
Requirement (i), (3.4a), implies that ¢,.,(X, Xo;&) must also satisfy the free-surface
condition
O Preg
0z
The above facts will greatly facilitate our treatment later on.

— UPreg =0 at X € dDF. (3.6)

3.2. Construction of @smg(X, Xo;&)

First, we consider the free-space Green’s function of the two-dimensional modified
Helmholtz operator V? — &2,

i

o Ho (i€ X — o). (37)

1
G(X, Xg;¢) = QT)QKO(g\X — Xo|) =

where Hél)(-) is the Hankel function of first kind and zero order. It should be noted
that G(x, Xo; &), as given by (3.7), remains valid for complex & € S. See e.g. Noble
(1958), or Vladimirov (1984).

Consider also the reduced wave potential associated with G(X, Xo;&), defined by
(see e.g. Wehausen & Laitone 1960, § 18)

aG(X9 XO;‘éJ:)

F(X’XO;S): 9z

— nG(X, X0;€), X0 € D\ (3.8)

Assuming now that X, € D@ is a strictly interior point of the variable-bathymetry

subdomain, the restriction of the reduced potential on the free surface

dG(x,z =0,Xo;§)
0z

Fo(X, X&) = —uG(x,z=0,X;€), a<x<b, (3.9)
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[y

W(X; Xg, €) =1

FiGgure 3. The filter function w(x;xo, &) = W(|x — xo|/¢).

constitutes a smooth (differentiable) function of the horizontal coordinate x. By using
(3.9) and (3.7), we obtain the following explicit form of Fy(X, Xo;&):

Fo(X, Xo38) = (j—zéKl(éxF) _MKO(%'xF)>7 (3.10)

(2m)?

where xp=+/(x —x0)> +2z3 is the distance of any point on the free surface
X=(x,0)€dDr from the source point (xg, zo). Since Fy(X, Xo;&) is z-independent
and satisfies (3.9), it is easily seen that the potential

1
goSilg(X? XO;S) = <G(X7 XO;%-) + EFO(Xs XO;S)) w(x;X(), 8)7 S € SI)’ (311)

satisfies the free-surface condition (3.4a). The function w(x;xg, €) is a &- and z-
independent, smooth, one-dimensional function, centred at the horizontal position of
the source, x =x(, which is introduced in order to make possible the satisfaction of
condition (3.4b). It is taken to be an even function of the form

|x — xol

w(x;xo, €) = w( P ) ¥ —xol <e (3.12)

0, [x —xo| > &,

where W(f),r € R, is a filter function, similar to a mollifier, Oden & Reddy (1976).
See figure 3. In order that the function ¢g,,(X, Xo;&), as defined by (3.11), satisfies
(3.4b), the filter function @(¢) must fulfil the following conditions:

(1) the scale parameter ¢ should satisfy the inequality

e < min{|b — xol, |a — xo|}; (3.13a)

(ii) w(r) must be smooth, at least twice continuously differentiable in R*;
(iii)
w(0)=1, @'(0)=a"(0)=0, and w(l)=w'(1)=w"(1)=0, (3.13h)

where a prime denotes differentiation with respect to 7. The necessity of the conditions
(3.13b) will be further explained in the next subsection.
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There are many choices for the shape of the filter function. Two particular filters,
that will also be used for obtaining numerical results, are the exponential filter

l3

and the polynomial filter
w(t) = —0.5t" —4.5(° +13.5t* 9.5/ +1, 0<r<1. (3.14b)

By comparing (3.11) and (3.3), we immediately see that c(X, X¢) = w(X; Xg, &) and
A(X, X03&) = (1/p)w(X, Xo; &) Fo(X, Xo;&). This completes the construction of the
singular part of the wave potential, in the form (3.3).

3.3. Properties of the singular part @g,g(X, Xo;&)

A very important property of @g,(X, Xo;&), as defined by (3.11) for & € S and
extended by (2.13) to Sy, is that its inverse Fourier transform can be analytically
calculated and easily evaluated. Other choices are also possible, e.g. the deep-water
harmonic-source potential in combination with the filter function, but the singular
part obtained in the physical space is more difficult to evaluate, e.g. it is given through
a wavenumber integral. The present choice has the advantage that its inverse Fourier
transform is obtained in a simple closed form. In fact, since @g,(X, Xo; &) is £-analytic
in S, and satisfies property that gg,.(X, Xo;§) — 0 as & — co, where § =& + 1§, € S,
we obtain (cf. (2.14)):

(psng(r» lo, /’L) = /

0
q)sng(xa Xo5 El + 01) CXp(ly%_l) dgl

400
+/ Gona(X. X031 — OF) explivéy) dé,
0

+00
2/ fune(X. X031 — 0) cos(yéy) déy
0
~ [ |x — xo| 1 1 20
w( & ) (4Tcr + 4ntrp (Mr% 1))’ (3.15a)

r=+x—xP+y2+@—z2) rr= \/(x —x0)? + 2+ z2. (3.15b)

The inversion (3.15) is obtained by using the results in Gradshteyn & Ryzhik
(1965, par. 6.671/14 and 6.699/12), concerning the Fourier integrals of Ky(£xr) and
EK, (¢xr) over the positive real axis. Let us now list the other important properties
of (psng(X7 XO;S):

(i) By virtue of the cut-off character of the filter function w, the singular part of
the transformed wave potential, ¢, becomes identically zero in the neighbourhood
of the two vertical interfaces BDEIZ) and 8D§23 ) thus rendering valid both 3.5(a) and
(3.5b).

(i1) By assumptions (3.13b) and the property that Fy(X, Xo; &) is regular in physical
space, the function @;,.(X, Xo; &) exhibits exactly the same singularity as the free-space
Green’s function G(X, Xo;&). More precisely, for x € D, straightforward calculation
leads to the following result:

1
(V2 — )9y = — 5,700 —X0)8(z — 20) + 8(X. X03 ), (3.16a)

where
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where
8(X, X0;€) = gi1(X, X0;&) + g2(X, X3 ), (3.16b)
9w G Jw

;§)=6G— — .16¢
81X, Xo0:8) = G—-3 5 ax (3.16¢)

3°F, 20F,0 Fy 9>
B(X, %036) = [ T2 —&Fy | = 4+ =50 f0 D000 (3.16d)

0x M u 0x 0x u ox

Both functions gi(X, Xo;&) and g2(X, X¢;&), as defined by the above equations, are
continuous throughout D®. This is obvious for g,, since all of its components are
regular functions of x. In the case of g, which contains the free-space Green’s
function and its first derivative, the regularization is achieved by the action of the
filter function and its derivatives at x = xo. These observations justify the requirements
(3.13b) imposed on the shape of the filter function.

3.4. The matching-boundary value problem for ¢..4(x,z;&)
On the basis of all the above results, and using the decomposition (3.2), the matching-
boundary value problem 2[(D®, C\", C\¥), i, Xo) can be equivalently reformulated
as a problem on the regular part of the transformed wave potential @,.,(X, Xo;&) in
the bounded subdomain D as follows:

Regularized reformulation of problem 2[(D®,CV,C®), i, %o): find the function

Greg(x, 2;€), defined in D@, and the coefficients C/ (&), n=0,1,2,..., of the
expansions (2.7) of " (x, z;&), m =1, 3, satisfying the equations

V2reg — E2¢reg = —8(X. X0, &), x € D), (3.17a)
a re,
gzg — g = 0, x € aD?, (3.17b)
Oreg _ _ 0w _ (X, X0, ), xe€oD? (3.17¢)
an 3)’1 i ] 0 9 IT .

30re doM

reg = o'V, % - gx . xeaD?, (3.17d, e)
e 9B

g = 9, L _ %0y e gD (3171, 2)

ax  ox '
The forcing of the above problem is two-fold:

(i) the forcing-term g(X, Xo; &) appearing on the right-hand side of the field equation
(3.17a), which is given by (3.16), and

(ii) the forcing-term appearing on the right-hand side of the bottom boundary
condition (3.17c¢), given by

Qe 9 N
Fx x038) = =22 = (E +h<x>§>¢sng(x,z=—h(x);s>, x €90 (3.18q)

Using (3.11), (3.18a) takes the form

3G 3G 19F 3 F
f(x,xO;é)=w{—+h’(x)<—+——°>} +—w(G+—> . (3.18b)
dz Ox pmdx )y OX L
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One important feature of problem (3.17) is that it involves the regular forcing terms
f and g instead of the singular §-type forcing of the problem (2.11). Thus, it admits
regular solutions, which are much more amenable to accurate numerical treatment.
Also, due to the specific form of ¢g,,(X, Xo; &), the regularized part ¢,.4(x, z;&) should
satisfy the homogeneous free-surface condition, (3.17b), and the same type of
(unforced) matching conditions, (3.17d, e) and (3.17f, g), on the vertical interfaces
8D(,12) and 8D(,23 ) respectively, like problem (2.11). These facts make the problem (3.17)
quite similar with the corresponding propagation problem treated by Athanassoulis
& Belibassakis (1999). Thus, the method of numerical solution developed for
the latter can be easily implemented for the present problem, with appropriate
modifications.

4. The variational principle and the coupled-mode system of equations
4.1. The variational principle
Problem (3.17) admits a variational formulation in accordance with a similar
construction for the corresponding water-wave propagation problem. The variational
principle and its application to the derivation of an equivalent coupled-mode system
of equations will be outlined in this section.
Consider the functional ¢ = Z ¢(@reg, {CV}uzo.1.., {CP}z0.1...) defined by

1
gzé =3 [(V¢reg)2+€2(§0reg)2_g§0reg] dx dZ—%,U,/ )(¢reg)2 dx—/ P f(oreg dS
aDy aDy

2 Jpo

dp!! 9
Y — 1 (1) . I 1._(3) 41
+ /BD(,]Z) (gor(g 2% ) ox dz /BD(IB) (Qpicg ¥ )—ax dZ, ( )

where ds is the surface differential over aD'%'. The left- and right-hand half-strip
wave potentials ¢!, ¥ appearing in (4.1), are considered only on the interfaces
aD(,”), 8D(,23), respectively. Moreover, because of the expansions (2.7a,b), these
potentials are equivalently described by means of the corresponding coefficients
{C,‘,m>}n=o,1.2m, m = 1, 3. This observation explains why the arguments of the functional
F  are taken to be (@ree, {CV}z01.., {CP'}—0.1..). It should also be noted that the
above functional is parametrically dependent on the complex Fourier parameter &.
This dependence comes not only through the term with integrand &*(¢,,)*, but also
through the £-dependence of the functions g, equation (3.16), f, equation (3.18), and
o™ {C™, _12...,m = 1,3, equation (2.7).
The variational principle of the problem (3.17) is now stated as follows:

Theorem A: The variational principle of problem (3.17). For any given &€ € S\ &, the
functions @ree(x, z;€) in D®, and ¢'™(x, z; {CY (&)} 0,1, ;&) in D™, m = 1,3, form a
solution of the matching-boundary value problem (3.17), if and only if they render the
Sfunctional F ¢ stationary, i.e. iff they satisfy the variational equation

8T ¢ (@reqs {Cr(zl)}n=0,1,...’ {C7(l3)}n=0,1,...) =0. (4.2a)

The proof follows the lines of the proof of a similar principle concerning the
corresponding propagation problem; see Athanassoulis & Belibassakis (1999) and
the references cited there. We only note here that, by calculating the first variation
8F ¢ of the functional, and using Green’s theorem, the variational equation (4.2a)
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takes the form

¢re
- (Vz(preg - ézgal'eg + g)(sgareg dxdz + 2g - f 8¢reg ds
D2 ap on

a(preg / 8(pre a(p(l)
- re; ) re. d - £ — 0 re d
+ /3033’ ( 0z He g) Pres X api? \ 0x 0x Preg O

Areg 39" / !
— ) 8¢ d e — @1)8 d
t /30523)( 0x 0x Preg A2 + 30‘,‘2)(('0 s @ ) 0x ¢
)
S R e P (425)
aD\”

Thus, invoking the standard arguments of the Calculus of Variations, we readily
obtain the equivalence of the variational equation (4.2b) and the problem (3.17).

Using the above variational equation, in conjunction with any consistent
representation for the admissible function ¢,.,, permits us to obtain an equivalent set
of equations for the matching-boundary value problem.

4.2. A consistent local-mode representation of the transformed wave potential in D)

The above variational principle will now be used to obtain an alternative, semi-discrete
formulation ¢, in D, in the form of a system of horizontal differention equations.
This reformulation is based on the representation of the admissible field ¢.4(x, z, §)
in terms of modal fields of the form ¢,(x;&)Z,(z;x). (The set of admissible functions
Greg(x, 7) s the set C2(DP)NC (DY), i.e. the set of functions being twice continuously
differentiable at all interior points of D, having continuous derivatives up to the
boundary). The &-independent functions Z,(z;x),a < x < b, are obtained (except
one of them which will be discussed separately) by means of a local vertical Sturm—
Liouville problem of the form (2.9) in the z-interval [—A(x), 0]. The form of functions
Z(z;x),n=0,1,2,..., is similar to (2.10b), with h,, and k', n =0, 1,2, ..., being
replaced by the local depth h(x), and the local eigenvalues k,(x),n = 0,1,2,...,
respectively. The latter are obtained as the roots of the local dispersion relation

whi(x) = —k(x)h(x)tan[k(x)h(x)], a<x <b. (4.3a)

The above set of local modes (propagating and evanescent) is completed by an
additional mode, called the sloping-bottom mode, enabling the consistent treatment of
the boundary condition in the non-horizontal parts of the bottom; this mode was
introduced by the present authors (Athanassoulis & Belibassakis 1999), in connection
with the corresponding water-wave propagation problem. The reader is referred to that
work for a detailed analysis of the concept, its specific significance in the satisfaction of
the bottom-boundary condition, and its role in accelerating the numerical convergence
of the local-mode series. Therefore, in this subsection, only an outline, along with the
necessary formulae, will be presented. The local-mode series expansion is

Preg(x, 2:8) = 9 1(x:6)Z1(2:%) + @o(x:6) Zo(2: %) + D gu(x:6)Zu(z:x),  (43D)

n=1

where @o(x;&)Zo(z;x) is the propagating mode, ¢,(x;&)Z,(z;x),n=1,2,..., are
the evanescent modes, and ¢_;(x;&)Z_1(z;x) is the sloping-bottom mode. The &-
dependent functions ¢,(x;&) will be called the complex modal amplitude functions.
The function Z_(z;x) is taken to satisfy: dZ_{(0;x)/9z — uZ_1(0;x)=0 and
9Z_i(—h(x);x)/dz = 1. By the former condition, each term in the expansion (4.3b)
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satisfies the free-surface condition individually. Thus, the representation (4.3b) renders
the free-surface condition an essential condition in connection with the variational
formulation (4.2). This proves to be very beneficial from the numerical point of view.
This condition, in conjunction with the fact that Z,(—h(x);x)/0z=0,n=0,1,2, ...,
leads to

8(preg(xa = _h(x)y‘i:)
0z

which proves that ¢_;(x;&) serves as a representation of the boundary values of
the vertical velocity on the bottom. Note that this function cannot be non-zero
on a sloping bottom, i.e. when &'(x) # 0. Also, the term ¢_i(x;&)Z_1(z;x) is not
needed in the neighbourhood of the vertical interfaces 3D"? and 9D, because
both the bottom slope #'(x) and the singular part of the transformed wave potential
@sng(X, Xo; &) vanish identically there. Thus, the following end conditions are imposed
on the amplitude of the sloping-bottom mode, at x = a and x = b:

p-1(x;) = forany  x € [a, b], (4.4a)

p-1(a;&) = ¢ (a;8) =@ 1(b;§) = ¢ 1(b;E) = 0. (4.4b)
A suitable choice for Z_(z;x) is the function
Z_i(z:x) = h(x)[(z/ h(x))* + (z/ h(x))’],  x € [a, D], (4.5)

although, other forms are also possible (see Athanassoulis & Belibassakis 1999, §4).

4.3. The coupled-mode system of horizontal equations

Having constructed a complete local-mode (semi-discrete) representation of the
function ¢4(x,z,&), we proceed by introducing it in the functional ¢, (4.1),
which now becomes a functional with arguments: the modal functions ¢,(x;&),a <
x < b,n =-1,0,1,2,..., their end-values ¢,(a;&), p,(b;&),n = 0,1,2,..., and
the coefficients C/(§),m=1,3,n=0,1,2, ..., defining the far-field dynamics. The
variational equation (4.2) remains valid, but now the variations §¢,.,, in D@ should be
expressed in terms of the variations of the modal functions 8¢,(x, §),a < x < b, and
their end-values, 8¢,(a;€) and 8¢,(b;&). Furthermore, the variations §(d¢"™ /dx),
m=1,3, on aD!'"” and 8D\, should be expressed in terms of the variations
8C'"™ of the corresponding coefficients. After the necessary algebraic manipulation
(cf. Athanassoulis & Belibassakis 1999, §5), we obtain the following result:

Theorem B: The coupled-mode system. For & € S\ Z, the variational equation (4.2)
and, thus, the matching-boundary value problem (3.17), are equivalent to the following
system of second-order ordinary differential equations:

D { ()@ (63 8) 4 Bun (X)) (65 8) A+ (Vin (¥) = E0tmn (X)) (3 €) } = = (x5 €), (4.6)

n=—1

ina<x <»>b m=-—1,0,1,..., supplemented by the following, homogeneous
boundary conditions:
p-i(a;6) = ¢ (a;0) =0, ¢_1(b;§) = ¢ (b;§) =0, (4.6b)
¢o(a:§) +iA §(E)polas) =0, ¢(a:6) —iA\V(E)pa(a:6)=0, n=1,2,.... (460)
Go(b35) = A G (E)po(b:6) =0, ¢, (b:6)+ AV (E)gu(b:§)=0, n=1,2,.... (46d)

where a prime denotes differentiation with respect to x. The right-hand side (forcing)
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m=—1 m=20,1,2,... m=20,12,...
n=-1,01,2,... n=-—1 n=012...
U (X) (Z_1, Z,) (Zn, Z_y) S| Zun |12
Bun(x)  20Z_1,8Z,/0x)  2(Z,, 9Z_/0x) 2Zy, 92, /0x)
+ 1 (x)Zu(—=h)Z,(—h)
Yun(X)  (Z1,V?Z,) (Zn, V?Z_1) (Zn,V2Z,)
+ (1 + 1'(x) az’é(;h)) Zn(—h) + R (x)Z(—h)(3Z,(—h)/0x)

TaBLE 1. Coefficients of the coupled-mode system, (4.6a). The symbols |-| and (-, -), respectively

stand for the norm and the inner product of the space L?(—h(x),0), the integration being
preformed with respect to the vertical variable z € [—h(x), O].

of the system is given by

z=0
gm(x;€) = /_ u )g(x, 2:8)Zu(z;x)dz+ f(x;6)Z(z = —h(x);x), m=—1,0,1,2...
o (4.7)

where the function g and f have been defined by (3.160, ¢, d) and (3.18), respectively.
Also, the coefficients #" " (¢), n =0,1,2,...,i =1, 3, appearing in the end-conditions
(4.6c,d), which realize the interaction between the near-field and the far-field
dynamics, are given by equations (2.8).

The coefficients C™) (&), m = 1, 3, of the expansion of the wave potential in the two
half-strips are then obtained by the equations:

C§'(&) = pola; &) explan (§)), CV(E) =gu(a:6), n=1,2,3,..., (48ab)
CUE) = golbs &) exp(—bA S (§)),  CO(E) = @u(bsE), n=1,2,3,.... (48¢.d)

The coefficients &,,(x), Bun(x) and v,.(x), appearing in (4.6a), are &-independent
functions of the horizontal variable x, obtained by means of the vertical local-modes
Z.(z;x), a < x < b, as indicated in table 1. Since Z,(z;x) are dependent on the depth
function A(x), the smoothness of «,,,,(x), Bun, Vmn(x) is controlled by the smoothness of
h(x). Thus, if 2(x) belongs to the class C**2, of (s +2)-times continuously differentiable
functions, the coefficients y,,, € C*, B, € C*T' and «a,,, € C*+2.

4.4. Properties of the solution of the coupled-mode system

The coupled-mode system (4.6) is solved numerically by means of a central second-
order finite-difference scheme, as will be briefly described in § 5.1. The most important
property of the system (4.6) is the rapid decay of ¢,(x;&) with respect to n, which
makes the modal series (4.3b) rapidly convergent. In fact, numerical convergence
is usually achieved by using in total 5 or 6 modes (terms) in the series. It can be
shown theoretically that for any constant & € SJ, the following estimate is valid
(Athanassoulis & Belibassakis 2003):

max |, (x;§)] = o(n™). (4.9)

This rapid decay is the most important consequence of the presence of the
sloping-bottom mode ¢_;(x;&)Z_1(z;x) in the local-mode series representation of
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FIGURE 4. The path (C;) U (C5) U (CY) of integration on the complex &-domain, selected in
order to facilitate numerical Fourier inversion by means of FFT.

Preg(X, Xo;€). Without this extra term, the rate of decay of |g,(x;&)| is only O(n=2)
(cf. Athanassoulis & Belibassakis 1999, §6).

Clearly, the solution ¢,(x;&),n = —1, of the coupled-mode system (4.6), is also
parametrically dependent on &, since the coefficients # "™ (&),n > 0, m = 1, 3, and the
forcing terms ¢,(x;&), n = —1, are £-dependent. On the basis of generic mathematical
results (see e.g. Gohberg & Krein 1969, Chap. 1, §5), it is expected that ¢,(x;&),n =
—1, will be &-analytic in the common domain of &-analyticity of ") (&) and g, (x; &),
with the possible exception of certain isolated points, corresponding to non-trivial
solutions of the homogeneous version of problem (2.5). Note that such exceptional
points cannot exist for bottom profiles i(x), for which a uniqueness proof is available.
See e.g. Vainberg & Maz’ja (1973).

As discussed in §3.2, #(" (&) are analytic functions of & in the half-strip SJ.
Moreover, the forcing terms ¢, (x;&), n = —1, being defined by means of the functions
g(X, Xg;&) and f(x, Xo;€), (3.16) and (3.18), that involve the Bessel-functions Ky(&|x —
Xol), Ko(éxp) and £ K,(£xp), will exhibit a branch-point (integrable) singularity at
& = 0. We select the associated branch cut to be directed along the negative real axis,
as shown in figure 4 by a dashed line. On the basis of the above, for the cases of
the bathymetries ensuring uniqueness, the solution ¢,(x;&),n = —1, of the coupled-
mode system is expected to be analytic for & € S4\{0}. All the above observations
concerning the £-analyticity remain valid for ¢..,(X, Xo;&), since the latter is obtained
as a uniformly convergent series of analytic functions, see e.g. Markushevich (1965,
Chap. 15, §75).
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Since @re(X, Xo;&) will be Fourier inverted in order to obtain the solution of the
three-dimensional problem, it is important to know its behaviour as & — o0, &=
£ +i& € Sf. To this end, we examine first the asymptotic behaviour of all &-
dependent terms appearing in the system (4.6). All the forcing terms g, (x;&),n = —1,
exhibit an exponential decay

lgn(x36)| < Q6" exp(—§0F), (4.10)

where p = +1/2 and Q% Qf,n = —1,0,1,2..., are positive constants. This result
stems from the corresponding behaviour of the Bessel functions Ko(&§|X—Xo|), Ko(ExF)
and £K;(£xr) involved in the definition of g,(x;&). Moreover, for & — o0, & € S¥,
the coeflicients ,%fgm)(g) ~i& and XM E)~E,n=1,m=1,3.

Invoking standard WKB theory, see e.g. Bender & Orszag (1978), we seek an
approximation of the solution to the coupled-mode system (4.6) in the form

gon(X;é) = Wn(X;s)eXp(_SSn(x))v nz _17 (4110)

where v, (x;&) are assumed to be slowly varying, é-bounded functions and S,(x) is
a &-independent function, controlling the phase of the corresponding modes ¢, (x;&).
Using (4.11a) in the differential equations, we obtain at the leading-order O(£2) of
approximation the ‘eikonal’ equation,

(S,(x))’ =1=S,(x) = +(x —x0), n>—L (4.11b)

Using (4.11) in the boundary conditions of the coupled-mode system, which for large
£ =& +1i& € SJ(& — o0) become asymptotically

¢i(@)—Epa)=0 and @,(b)+E,(b) =0, n>—1, (4.12)

we obtain the following result concerning the asymptotic behaviour of the solution
(for x #xo):

lon(x;8)] < Wy exp(—€lx —xol), n=—1, (4.13)
where ¥,,n=—1,0,1,2..., are positive constants. Thus, ¢,.,(X, Xo; &), being a linear
superposition of ¢,(x;&), n = — 1, with &-independent coeflicients, is also expected to
be analytic for & € S\ {0}, exhibiting the asymptotic behaviour

|@reg(X, X036)| < Wexp(—&lx —xol) as & — oo, E=&+iH €S,  (414)

where ¢ is a positive constant (depending on X and Xo).

5. Numerical solution of the three-dimensional problem

In this section, the discrete scheme used for the solution of the three-dimensional
problem 2;p(Dsp, i, Iy), equations (2.3), is briefly described. This consists of the
following steps: First, the coupled-mode system of differential equations (4.6) is
solved, after truncation, by using a finite-difference scheme. The system is solved
for a large number of values of the Fourier parameter &, of the form & =§&; — ir,
with 0 < &; < B, where E > 0 is appropriately large, and t > 0, an appropriately small
number. This solution, in conjunction with the local-mode representation (4.3) in
D@ and the representations (2.7) in the two half-strips, enables us to calculate the
regular part of the transformed wave potential ¢,.,(X, Xo;&) throughout the whole
two-dimensional domain D. The last, but not trivial, step is to carry out the Fourier
inversion, (2.4b) or (2.14). This task concerns only @...(X, Xo;£&), since, as already
mentioned in § 3, the singular (X, Xo;&) has been inverted analytically; see (3.15).
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5.1. Discrete approximation of the coupled-mode system of equations

All numerical results are based on the choice (4.5) for Z_(z; x). Truncating the local-
mode series (4.3) to a finite number of terms (modes), and denoting by N, the number
of evanescent modes retained, the following approximation of the regular part of the
wave potential in D is obtained:

Preg(x, 2:6) = Y @u(x:6)Z(2:%), X = (x,2).

n=—

The construction of the discrete system is completed by using central, second-order
finite differences to approximate the derivatives in the coupled-mode system (4.6).
Discrete boundary conditions are obtained by combining (4.6a) and (4.6b, ¢, d) and
then using central differences to approximate derivatives. Thus, the discrete scheme
is uniformly of second order, quite similar to the one described in Athanassoulis &
Belibassakis (1999). On the basis of the above considerations, the coupled-mode
system of differential equations is finally reduced to a linear algebraic system. The
coefficient matrix of the system has dimension N, =(N,+2)(N + 1), where N is
the number of segments subdividing the interval [a, b], and consists of (N, + 2)?
submatrices, each being three-diagonal. In all examples presented in this work a small
number of modes (N, =5) has been proved enough to obtain convergent numerical
results, even for large bottom slopes. This is a consequence of the very fast rate of
decay of the modal amplitude functions |g,| = O(n~*), which was discussed earlier.

5.2. Selection of the integration path to facilitate numerical Fourier inversion

The regular part of the wave potential @..,(X, Xo;&) is expected to be analytic for
& € S1\{0}, and to satisfy the bounds (4.14). In order that the solution of the problem
P3p(Dsp, 1, Ig), as obtained by (4.3), (3.2) and (2.14), satisfies the radiation condition
at infinity, (2.3d), the integration path in the inverse Fourier integral has to be indented
below the positive real &-axis, taking care to circumvent the branch-type singularity
located at &£ =0, e.g. by means of a small circular arc of radius ¢, as schematically
shown in figure 4. The same integration path has already been used by other authors
in works treating similar problems in water waves and hydroacoustics; see e.g. Guo
(1987), Frisk (1994).

The contour of integration associated with the inverse Fourier transform (2.14) can
be deformed into a new path (CT), lying within St\{0}. A possible choice is the
path (C{ (¢)) U(CY)U(CY), as shown in figure 4. This path is composed of the parts:
(C(e)={&=0,—1 <& <—¢},(CH)={0<& < B, &=—1} and (C)={E <& <o,
& =—1}, where T > ¢ > 0 are small positive numbers. Thus, the Fourier integral (2.14)
can be equivalently put in the form

Preg(T, Tos ) = 21im Preg(X, Xo;&) cos(§y) d&
eV J(ctenu(chHu(cy)
Ey=—1 g
= 2111% Preg(X, Xo31&2) cosh(&ry) d&; + 2/ Preg(X, Xo;&) cos((§; —it)y) d&
2V J=—e =0

1+2 /&_ Greg(X. X03 ) cos((&1 — iT)y) d&. (5.1)

=5
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The second integral on the right-hand side of (5.1) can be expressed by using the
exponential Fourier kernel, resulting in

&r=—7

¢reg(ra rO;M) = 2/ ¢reg(xa XO;iSZ)COSh(‘%_Zy)d%_Z
&=0—

+ exp(ry) / Greg(X. Xo: £1] — it) expliéyy) dé,
& =—8

— 2sinh(ry) Preg(X, Xo3 &1 — 1T) exp(—i&1y) d&;
&=0

#2 [ gl xai8)cos((e — vy dr, (5.20)
&1=E8

where the second and the third terms on the right-hand side of (5.2a), considered
together, are equivalent to the integral along (C5). If T >0 is an appreciably
small number, then the first and the third integrals can be disregarded, without
significant loss in accuracy. On the other hand, exploiting the exponential decay of
the transformed wave potential ¢,.(X, Xo;&), equation (4.14), the contribution of the
fourth integral on the right-hand side of (5.2a) can also be ignored, if & >0 is an
appropriately large positive number. Thus, we obtain the following approximation:

[}

Dreg(T, To3 1) ~exp(ty) Preg(X, Xo3 [§| —iT)exp(i§y)ds, >0, &>0, (52b)
E=—5

which is valid for y <0. The values of @,,(r, o) for y >0 are obtained by symmetry.

Numerical experience has shown that it is not difficult to find regions of (small)

and (large) Z values leading to @,.(r, ro) values, essentially independent of 7 and &

(regions of numerical convergence). This is also discussed in the next subsection.

5.3. Effective inversion by application of the fast Fourier transform

Noticing that, for any x € R and depth z fixed, the Fourier integral (5.2b) has to
be calculated for many transverse positions (y), this integral can be very efficiently
calculated by means of the fast Fourier transform; see e.g. Elliot & Rao (1982).
A similar approach has served as the basis of spectral or wavenumber integration
techniques (known also as fast field programs in underwater acoustics, developed
for calculating the acoustic field generated by a point source; see e.g. Di Napoli &
Deavenport (1980), Jensen et al. (1994).

Consider the discretization of the & -interval [0, £], in the Fourier parameter space,
into Ny equal-length segments, with endpoints

&3]

& =L—1AE, £=1,...Np+1, where A& = (5.3)

Ni'
and the discretization of the y-interval [0, Y], in the physical space, into the same
number of equal-length segments Ay, with endpoints

yi=((—1Ay, j=1.Ng+1, where Ay= and Y = NpAy = mn/AE.
(5.4)

Moreover, the Np-vector {@, = @rq(§¢ —it), £ =1,... N + 1} is evenly extended to a
2Ng-vector by setting

Qe = @y, L= l,NF+1 and OIN—t+2 = Py, €=2, 3,NF (55)

T
AENy
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On the basis of the above subdivisions and considerations, the integration (5.2b) over
the finite interval & € [—&, &1, is written in the following discrete form:

D) . [ 2m(e—1)(j — 1) .
ﬁr;j)NAé{;(pgexp{lT}}, j=1,...Nc+1.  (56)

The summation in (5.6) can be very efficiently performed, at once for all y=y;,
j=1,...Nr+1, by applying the fast Fourier transform (FFT) to the array
{@e, €=1,2Np}, if Np is selected to be a power of 2. The problem with the
application of FFT (and of discrete Fourier transforms (DFT), in general) is that
undersampling in the parametric £-domain causes aliasing in the physical y-domain,
due to the implicit periodicity assumed by the discrete Fourier transform. In fact,
the evaluation of the right-hand side (5.6) does not yield the values of the function
Drog(x, yj, 2, o5 1)/ €xp(Ty;), at the points y=y;, j=1,... Ny +1, but rather

i (preg(-x’ yj + 2nYa Z, rOa/’l’) .
—  exp(t(y; +2nY))

see, e.g. Geckinkli & Yavuz (1983). Taking this into account, we obtain from (5.6)

ZNF .
2n(e —1)(j — 1)
Preg(x, yj, 2, Tos ) & A§ CXP(TYj)Z(PZ €Xp {IT
(=1
— Y Dulx.yj+20Y 2 fosp)exp(—2tnY),  j=1....Np+1. (57)
0

The aliasing effect from (physical) ranges |y|>7Y is included in the second sum
of the right-hand side of (5.7). It is clear from this equation that by moving the
integration contour into the complex domain, i.e. for t > 0, the aliasing effect will be
attenuated at least by a factor exp(—2tY). On the other hand, T cannot be large,
since the approximation (5.2) is derived on the basis that the first and third integrals
of (5.1) can be dropped, which is possible only for appreciably small values of .
In all applications examined a value of & ~4-6 max(ko(x), x € [a, b]) is proved large
enough to disregard the contribution from the integral along the contour (C5). In
all examples that will be presented later on, we have used a sampling of the interval
[—Z, ] by 2N =21"=1024 points, and a shifting of the integration contour in S}
by t ~ A&. This choice results in an elimination of the aliasing effect by a factor at
least 0.002, and has been proved sufficient to disregard the contributions of the first
and third integrals in the right-hand side of (5.2) without loss of numerical accuracy.

5.4. A test case: application of the numerical procedure to a constant-depth strip

In order to test the efficiency of the numerical techniques adopted and to justify
the selection of various parameters, the whole numerical procedure described above
has been applied to the well-known constant-depth Green’s function, for which an
analytical solution is available (John 1950). This solution can be expressed as a
normal-mode series expansion of the form

i k-

mlfél)(kop) cosh(ko(z + h)) cosh(ko(zo + h))

¢an(r, rO) =

2
o 2 2
+ % Z hk"_‘_—M_MKO(ko,o) cos(k,(z + h))cos(k,(zo + h)). (5.8)
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See also Mei (1983 or 1994, Chap. 7). The above expression gives us the possibility of
comparing @,.(r, ro), as obtained by numerically solving the coupled-mode system
(4.6) and applying the FFT inversion scheme (5.7), with @, 4n(r, I'o), defined as

¢reg,an(ra rO)z(pan(rv rO)_(psng(rv rO)a (59)

where @,,(r, ro) is given by (5.8), and ®y,,(r, ro) has been defined by (3.15a).

Similar comparisons can also be made in the Fourier domain. This becomes possible
by using the Fourier transform of (5.8), which is available in analytic (normal-mode
series) form, see e.g. Evans (1972),

@an(xv XO;&.)

i k3 —u?  exp(ilx —xol\/kZ — &2)

- cosh(ko(z + h)) cosh(ko(zo + h))

2 h (kg — 1) + Vg — &

1 & k2 w? exp(—|x — xol\/k2 + &2)
— u cos(k,(z + h)) cos(k,(zo + h)).

(5.10)

Again, a comparison can be made for the regular part ¢..(X, Xo;&), for which the
analytical expression

(preg,an(xs XO;S) = (pan(xa XO;S) - (/)sng(x7 Xo;i") (511)

is available. In (5.11) @ge(X, Xo;&) is defined by (3.11).

The above equations have been systematically used for comparisons, in order to
calibrate and optimize the present numerical scheme and, especially, for assessing
optimum values of the numerical parameters t and &, as well as of the parameters
controlling the filter function w.

Some illustrative examples demonstrating the accuracy of the present numerical
scheme are shown in figures 5 and 6. The physical parameters of the presented case
are: constant depth & = 4m, source frequency w = 2rads~!, wavelength . = 14.5m,
and thus, #/4 = 0.27, which corresponds to intermediate water depth. The source
position is xo = 10m and zo = —1m, and the end points of the intermediate domain
D® have been selected to be x =a =0 and x = b = 20m.

The effect of shifting the contour of integration into the complex domain on the
calculated wave field @(r, ry) on the free surface (z = 0) is presented in figure 5.
The values of the wave potential @(x, y, z = 0), at y = 0 and at y = 100m, are
plotted against the analytical solution @,,(r, rg), equation (5.8). Numerical results, as
obtained by the present method, are plotted for t = 0 (dashed lines) and T = 0.01
(solid lines). The analytical solution is denoted by dots. For t = 0, the aliasing effect
contaminates the numerical solution, and this effect becomes worse as the distance
of the field point from the source increases. This problem is completely remedied by
moving the integration contour into the complex domain (using v = 0.01).

The effects of the filter shape and length on the numerical solution are examined in
figure 6. In this figure, the real part of the functions @,(x, y, z = 0), @y(x, y, 2 = 0)
and of their superposition @(x, y,z = 0), at y = 0, are plotted, as calculated by the
present method, by using the polynomial filter (3.14b) with ¢ = 4m and ¢ = 8§ m, and
by using the exponential filter (3.14a) with filter length ¢ = 8 m. The corresponding
analytical solution @,,(r, ry) is denoted by dots. It is clearly seen in this figure that the
solution @(r, rg) = Pg,(r, o) + Pue(r, ro) remains practically unaffected by the filter
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FiGURe 5. The effect of T on the calculated wave potential @ on the free surface, in
comparison with the analytical solution (John, 1950).
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FIGURE 6. The effect of filter shape and length on the calculated wave potential @ on the free
surface at z = 0, y = 0, in comparison with the analytical solution (John, 1950): (a) polynomial
filter, ¢ = 4m; (b) polynomial filter, ¢ = 8 m; (c¢) exponential filter, &¢ = 8§ m.
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shape and length, always coinciding with the analytical one ®,,(r, ro). Changes in
the filter shape and length result in slight modifications of @,,(r, ro) and @,(r, ro),
which are cancelled out by their superposition in obtaining the total wave potential.

6. Applications to various uneven bottom profiles and discussion

In this section, applications of our method to various uneven bottom profiles are
presented and discussed, focusing on the identification of the important features of
the near- and far-field wave patterns.

6.1. The case of a smooth underwater shoal

This topography has been considered by Athanassoulis & Belibassakis (1999) in
order to examine the effects of bottom slope and curvature on the solution of the
propagation/transmission problem obtained by the consistent coupled-mode model.
It is characterized by the depth function

hy =6m x<a=0,
B hi + h; hi — hs X 1
h(x) = T3 mmlcm<z——§>>, a<x<b, (6.1)
hy =2m, x>b=20m,

which models a smooth but steep underwater shoaling, with maximum slope
Smax = 0.94 and mean slope s,,.., =0.2. (A sketch of the bottom geometry is shown in
figure 8 below). The source is located at xo = 10 m, zo = —1 m, and its angular frequency
is taken to be w=2rads™!, implying that ratios h;/4; =0.4 and h3//3=0.17 (where
Am =21/ kg") ,m=1, 3) fall outside the limits of deep- and shallow-water theory.

For the bottom profile (6.1), the horizontal structure of the real part of the wave
potential (and also of the free-surface elevation n, since n=iw®/g, is shown in
figure 7. From this figure we observe that a shadow zone is formed above the bottom
shoaling (0 <x <20m). As x — + o0, in sectors not including the variable-bathymetry
region, the wave pattern approaches the standard one, corresponding to cylindrical
outward propagating waves at constant depths &; =6 m and h3; =2m, respectively.
From a systematic examination of various bottom profiles, we can state that this
is a characteristic feature of the far-field pattern of the source-generated wave field,
in the case of a monotonic bottom variation. This result is compatible with the
far-field structure of the Green’s function of the mild-slope equation, studied by
Belibassakis (2000). On the basis of the results presented in Appendix B, in the
case of a monotonic bed profile, the far-field asymptotic behaviour of the present
three-dimensional Green’s function is

exp(iky" p) cosh (k§"(z + h))
JP cosh (k" h,,)
(6.2a)

d(r,ro)=0(p"?), r e DY, (6.2b)

D(r, ro) = Fu(6)

+0(p?), reDd™, m=13,

where p = \/(x — x0)> + (y — y0)% 0 = tan"((y — yo)/(x — xo)), and F,,(#) denotes the
far-field pattern of the source potential in D™, m =1, 3, which is independent of the
horizontal distance p between the source and the field points.

In figure 8, the vertical structure of the wave potential (real and imaginary parts), in
the (x,z)-plane passing through the point source (xg, yo =0, z¢), along with its values
on the free surface, is visualized using equipotential lines. Note that the structure of
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FIGURE 7. Real part of @ on the free surface in the case of the smooth but steep upslope
(h1=6m, h3=2m) shown in figure 8. Source frequency w=2rads"!. Source position:

()C() = 10m, Yo = 0, 20 = —1 m)
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FIGURE 8. (a) Real and (b) imaginary parts of @ on the vertical plane in the case of the
smooth but steep upslope (hy =6m, h3 =2 m). Source frequency and position as in figure 7.
To better illustrate the values of the wave potential on the free surface (proportional to the
free-surface elevation) they have been 10 times exaggerated.
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FIGURE 9. The bathymetries examined: (a) smooth underwater trench and (b) ridge. The
position of the source is denoted by asterisks.

the local-mode series provides us automatically with the extension of the wave field
beyond the physical boundaries. Thus, the equipotential lines have been maintained
in the figure, in order to better present the fulfillment of the bottom boundary
condition 0@ /dn =0, which is equivalent to orthogonality between the equipotential
lines and the bottom profile. From this figure we are also able to observe the efficient
representation of the point singularity, which is the result of the decomposition (3.2)
and the analytical treatment of the singular part, (3.15).

To give an estimate of the computational effort required by the present method,
the result corresponding to the case presented in figures 7 and 8, which is based on
the calculation of the source field at the points of a grid: x X y x z = 1101 x 512 x 41,
required 600 CPU s, using Matlab in a Pentium IV 2.4 GHz machine. For comparison,
the calculation of the constant-depth Green’s function (for 4 = 6 m and the same
frequency w=2rads™'), using formula (5.8) without taking into account the axial
symmetry of the field, and the same number of modes, required 15 CPUs.

6.2. Wave patterns over various non-monotonic uneven-bottom profiles

Finally we present numerical results concerning the free-surface patterns produced
by oscillating point sources over the two non-monotonic, uneven-bottom profiles
shown in figure 9. The first profile models a smooth but locally very steep underwater
trench, and the second profile models a smooth underwater ridge. In both cases
the depths at infinity are different, and the bottom irregularity is taken to extend
from x =0 to x =30m. As before, the vertical position of the source is taken to
be close to the free surface (zo=—1m). The horizontal position of the source is
varied, as shown in figure 9 by an asterisk (xo=5m, 15m and 25m). In all cases
the source frequency is taken to be w=2rads™!, and thus, the depth-to-wavelength
ratios corresponding to the characteristic depths 2 =2m, 6 m, 10 m of the two bottom
profiles are 1/2=0.17, 0.4, 0.65, respectively.
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FIGURE 10. Source wave patterns on the free surface. The left-hand column corresponds to
the case of the trench, and the right-hand column to the case of the ridge, shown in figure 9.
In (a) the source is located at the left (xo =5m), in (b) at the centre (xo =15m), and in (c) at
the right of the variable-bathymetry region (xo =25 m).

The real part of the wave field on the free surface @(x,y,z = 0), for each of
the six combinations (bottom profile—source position), is shown in figure 10, by
using equipotential lines on the horizontal plane. The left-hand column of subplots
corresponds to the first bottom profile (trench) and the right-hand column to
the second bottom profile (ridge), respectively. Figure 10(a) corresponds to source
positioned at xo=35m, 10(b) to xo =15m, and 10(c) to xo =25m. In each subplot, the
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; oDy

FIGURE 11. Schematic definition of the hybrid scheme.

limits of the variable-bathymetry region are shown by means of two dashed lines, at
x=0and x=30m.

We observe from this figure that the free-surface field exhibits a strong azimuthal
anisotropy, its fine structure being controlled by the bottom-profile geometry and
the source position. More precisely, in the case of the trench (left-hand column of
subplots in figure 10), the wave tends to diverge from the deep area, forming a shadow
zone there. In the sectors not including the bottom irregularrity, the radiation of wave
energy exhibits preferable directions, depending on the relative position of the source
with respect to the trench. This is more pronounced in the case when the source is
located near the right-hand end of the trench (figure 10c, left). Furthermore, at large
distances from the source, where the depth is constant h=h,,, m=1, 3, the wave
field behaves like outgoing waves with wavelength corresponding to the sector depth,
I =21/ k", m=1, 3.

In the case of the underwater ridge (right-hand column of subplots in figure 10),
the radiated energy tends to accumulate inside the limits of the ridge. If the source is
located near the middle of the ridge (in the area of minimum depth), a great part of
the radiated energy is trapped inside the ridge, and we observe characteristic patterns
of well-localized waves, propagating parallel to the depth contours.

7. Applications to wave-body-seabed interaction problems

The Green’s function developed in the present paper, which satisfies the no-entrance
boundary condition on the bottom profile z = —k(x), will be denoted in this section by
G(r|rg), and the associated singularity will be called the bottom-dependent source (in
short, bd-source). This Green’s function has important applications to the solution
of wave-body—seabed interaction problems, either directly, in the framework of
boundary integral equations (see e.g. Wehausen 1974, part 4), or in the context of
hybrid techniques (see e.g. Bai & Yeung 1974; Euvrard et al. 1981; Mei 1983). The
direct use of the present bd-Green’s function in boundary integral equations supported
only on the wetted surface of the body would require significant computer resources,
but it is desirable at least for providing high-quality benchmark solutions for testing
other existing, less computationally intensive methods, which only approximately
comply with the correct behaviour at infinity.

Perhaps the most promising way to exploit the present bd-source for solving
complex wave-body-seabed interaction problems is in the context of some hybrid
schemes. In such schemes, different representations of the solution are used in the
near field Dy, which encloses the body and the variable-bathymetry region, and in
the far field D|Dy; see figure 11. Here, the two subdomains are defined by means
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of the cylindrical surface p = pc, decomposing the whole liquid domain D into the
interior (near-field) Dy and the exterior (far-field) D|Dy.

One such scheme can be formulated by using simple (Rankine) sources for the
wave field in Dy,

(1) = /BD on(fo)Gu(rro)dS(ro). T € Dy, (7.1)

where Gy denotes the simple source given by (3.1), in conjunction with a
representation of the wave field in D\ Dy by means of a distribution of bd-sources
on the wetted surface of the body:

d(r) = /BD o(rg)G(r|ro)dS(rg), r € D\Dy, (7.2)

Subdividing the wetted surface of the body, dDp, in a union of sufficiently small,
disjoint boundary elements {E;,i = 1,1}, and taking the distance between the
body and the cylindrical surface p=pc to be large enough (of the order of a
few wavelengths), the following approximation for the wave potential in the exterior
domain is easily obtained:
1
()= [ ot)G(rIra)dsit) ~ Y a(ra)G(rIra)S, 1€ DDy (13
VE; i=1
where r; denotes the centroid of the surface panel E;, and S; denotes its area. Then
the diffraction—refraction—radiation problems associated with the wave—body-seabed
interaction can be solved by means of the following system of equations (defining the
hybrid scheme):

on(r) 961 oo {g(r), r€dDy 4)

r
2 +/3DN on(fo)—3, 0, reaby,

_O'N(r) +/ O,N(ro)<aGN(r|r0)_,uGN(r|r0)> dS(ro) =0, reaDg, (7.5
2 3Dy on

where d D, d Dy denote the free-surface and bottom-boundary parts of Dy, n is the
unit normal vector directed to the exterior of Dy, and the Neumann data

gU):—% or np or (rxn)y, k=123 1if re€dDg, (7.6)
are defined through the solution (&;,.) of the wave propagation—-refraction problem
over the same variable-bathymetry region, without the presence of the body (the
diffraction problem), or by the components of the generalized normal vector (the
radiation problems).

The formulation of the hybrid scheme is completed by the matching conditions,
expressing the continuity of the potential and of its normal derivative, respectively,
on the surface of the vertical cylinder d D :

1

/ an(ro)G(rIre)ds(re) = > o(ro)G(rlre)S; =0, re€aDc, (7.7a)
Dy i=1
on(r)
)

I
aGN(r|r aG(r|ro;
+/ aN(ro)iN( I"o) dS(rO)—E jo(ro,i)i( | 0’)S,- =0, reaDc.
Dy on — on

(7.7b)
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In accordance with existing numerical experience, the above matching conditions
should be implemented in an appropriate weak (Galerkin) form.

In conluding this subsection, we note that if p¢ is taken to be very large (oc — 0),
then only one term in (7.3) is sufficient (I = 1), corresponding to only one bd-source
(located at rg ;). In this case, the unique coefficient o(ro ;) can be eliminated from
(7.7), resulting in

_on(r) +/ JN(r0)<M—%(r)GN(rrO))dS(rO)ZO’ r € 9Dc, (7.8a)
2 3Dy on

or
od(r)

—U(r)®(r)=0, r €D, (7.8b)
where the function %(r) is defined as the ratio

1 8G(r|r0,1)
G(r|r0,1) on ’

U(r) = r € 9Dc. (7.8¢)
The last result can be considered as a generalization of the classical Sommerfeld
radiation condition in the presence of an uneven bottom profile. Ideas and techniques
for the hydrodynamic analysis of floating and/or immersed bodies in variable-
bathymetry regions, initiated in this section, will be presented in more detail, along
with numerical results, elsewhere (Belibassakis 2004).

8. Concluding remarks

In the present work, the three-dimensional Green’s function of harmonic water
waves, in variable-bathymetry regions with different depths at infinity in different
directions (bd-Green’s function), is derived and studied. The concept of this approach
and initial results have been presented by the present authors in Athanassoulis &
Belibassakis (1997). In addition to its intrinsic interest, the bd-Green’s function
provides useful information for the formulation and treatment of complex wave—
body-seabed interaction problems in variable-bathymetry regions, supporting the
hydrodynamic analysis of large structures in the nearshore and coastal environment.

The fact that the depth is not uniform at infinity introduces a strong azimuthal
anisotropy there, and makes the problem unusual, in the sense that the far-field
behaviour is not known a priori and, thus, it should be found as part of the solution.
The problem is treated by using Fourier transform, reducing it to a two-dimensional
boundary value problem on the vertical plane, governed by the modified Helmholtz
equation with Fourier parameter &, and the usual free-surface and bottom boundary
conditions. The two-dimensional problem is solved by an appropriate extension of the
consistent coupled-mode method developed by Athanassoulis & Belibassakis (1999)
for water-wave propagation in variable-bathymetry regions. An essential new feature
of the problem studied here is the presence of the physical-space singularity, which calls
for a delicate numerical treatment in the wavenumber domain. To avoid numerical
Fourier inversion of singular functions and to maintain the rapid convergence of the
enhanced local-mode series, the total wave potential is appropriately decomposed into
an analytically defined singular part, which fulfils the free-surface boundary condition
and is Fourier-invertible in closed form, and in a regular part, which also satisfies the
free-surface boundary condition and a regularly forced modified Helmholtz equation.
The regular wave potential is represented by an enhanced local-mode series and, with
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the aid of an appropriate variational principle, is reformulated as a forced system of
horizontal differential equations for the complex modal-amplitude functions.

The coupled-mode system is numerically solved for many values of the Fourier
parameter &, by using a second-order, central, finite-difference scheme. Then, the three-
dimensional pulsating-source wave potential is obtained by an efficient numerical
Fourier inversion scheme based on FFT. To eliminate the aliasing effect associated with
FFT, contour integration on the complex plane is used, enabled by the appropriate
extension of the transformed problem and the coupled-mode system to complex
&. Numerical results are presented and discussed for various bottom topographies,
including smooth but steep underwater trenches and ridges, putting emphasis on the
identification of the important features of the near- and far-field patterns on the
horizontal plane and on the vertical plane containing the point source. Characteristic
patterns of trapped (well-localized) wave propagation over ridges have been predicted
and discussed.

A direct application of the present work can be its exploitation for the hydro-
dynamic analysis of large three-dimensional structures over uneven bottom
topographies, directly in the framework of the boundary integral equation methods
with support only on the surface of the body(ies). Furthermore, the present Green’s
function can be used in order to provide a concise far-field closure condition in hybrid
schemes, where the near field (in the vicinity of the structure) is treated by any other
efficient solution technique, e.g. Rankine sources, FEM or spectral-type techniques.

The authors are indebted to the anonymous referees for their constructive comments
and suggestions which helped them in improving some points of the presentation and
motivated the additional results presented in § 7 and in the Appendices.

Appendix A. The case of a point source lying far from the bottom irregularity

In the case where the point source lies in D™, m =1 or 3, at a great distance from
the variable-bathymetry region D'?, we can apply a decomposition into singular and
regular parts

(p(l’, rO) = ¢sng(r’ r0)+¢r6g(ra rO)’ (A 1)
using as singular part @,,(r, o) the constant-depth Green’s function (John 1950; see
also (5.8)) formulated at the corresponding depth 4,,. In this case, since koo > 1, the
far-field asymptotics of @,,(r, ro) can be used for a <x <b,

[ .
¢sng(ra rO) ~ Asng —Tc eXp <1k0/0 - E) COSh(kO(Z + hm))a (A 2)
k()p 4
where
i k2 _ MZ
Agg = =— g cosh(ko(zo + hm)), A3
0 =1/(x —x0)> + y?, and kq denotes the propagating wavenumber associated with the

frequency parameter u and the corresponding depth #,, (as obtained by (2.10a)).
The function @y,,(r, o) can also be represented through its Fourier transform (see
(5.10)), as follows:

= exp(i(lx — xolv/kg — 82 + y§))
f=—o0 Vs — &2

Dyg(r, o) = Agyg cosh(ko(z + hy,)) dé. (A4)



Green’s function for harmonic water waves over bottom topography 299

Expression (A4) can be asymptotically (koo > 1) put in a more convenient form,
by ignoring the rapidly decaying part |§]| >k, of the integral, and introducing the
transformation & =k sin6 that eliminates the pair of branch points at & = + kq (see
e.g. Felsen & Marcuvitz 1973, § 5). In this way, the function ®y,,(r, ro) is asymptotically
represented as the superposition of obliquely incident plane waves, propagating with
angle 9(—%7: <0< %n) with respect to the bottom contours,
0=m/2
Dyng(r, 1) & Ay cosh(ko(z + hm))/ exp(iko(|x — xo| cos @ + ysinf))db. (AS)
0=—n/2
Thus, in the case when the point source lies in one of the two constant-depth
strips away from the bottom irregularity, the solution of the present problem can be
obtained in the form of a Weyl-type integral, as follows:
O=—m/2
D(r,ro) = Asng/ H(1;0) exp(Fikoxgcosd)do, (A6)
6=—mn/2

where #(r ;0) denotes the complex transfer function associated with the propagation/
transmission of obliquely incident plane waves, propagating at an angle # from D
through D®. This transfer function can be very efficiently calculated, for all angles
of incidence 6, by application of the present coupled-mode technique, as described in
Belibassakis, Athanassoulis & Gerosthathis (2001, § 3).

Appendix B. The leading-order far-field asymptotics of the point-source wave
field

B.1. The point source in D

In the case where the point source is in D?, and the field point lies in D", m =1
or 3, at a great distance from the source (x < a or x> b), our solution is obtained
through (2.4b) by retaining only the first terms (n =0) in the representations (2.7) (all
other terms decay exponentially away from x =a or x =b),

E=+0

®(r, o) = Z"(2) ciE)yexp(i(lxy/ (k") —&>+y€)) de, m=1,3, (B1)
E=—o0
where the functions Z(()m)(z) are defined by (2.10b). Without loss of generality we shall
set a =0. Again, the above integral can be asymptotically (for k(()’") |x|>1) put in a
more convenient form, by ignoring the rapidly decaying part |&| > k(()'") and using the
transformation & = k(()m) sin @,
p=+n/2

®(r, ro) = ZI" (k™ / cy" (k" sing)
¢p=—mn/2

x exp(iky"” p cos(¢p — ¥)) cos(p)dp, m =1,3, (B2)

where p=+/x2+ y2, and tan(y)=y/|x|. Under the assumption that the function
C(()'")(k(()m) sin @) is regular in —n/2 < ¢ < /2 (for which there is evidence that it is valid
in the case of monotonic depth functions 4(x), a <x < b), and applying the method
of stationary phase to evaluate the above integral, we obtain at the leading order
O(p~"?) of approximation,

exp(iky"'p)

JP

D(r,ro) ~ Z8(F (05k), reD™, m=1,3, (B 3a)
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FIGURE 12. Geometrical interpretation of the asymptotic result (B5). The point source is
denoted by a solid circle and its image by an open circle. The region of depth variation is
shown by using dashed lines to indicate the parallel bottom contours.

where the far-field pattern Fm(Q;k(()m) ) is given by

Fm(e;k(() e Wexp<—2>ké | cos(9)C )(k(() )smG), m=1,3, (B3b)
0

and 6 denotes here the field-point angle, tan(0)=y/x ~(y — yo)/(x — xo) (the last
approximation being valid for (x, y) lying in the far field, outside D). We also see
from the above equation that, as 8 — i%n 40, the far-field point r sharply passes from
D™ m=1,3, to D? and the far-field pattern F,, — 0. In this case, the asymptotic
structure of the wave field is described by the next order of approximation, which
is O(p~—/?). Equations (B3) are in agreement with the corresponding leading-order
asymptotic result for the Green function of the mild-slope equation, Belibassakis
(2000, equation (5.11a)).

B.2. The point source in D' m =1 or 3, far from the bottom irregularity

In the case where the point source lies in D™, m =1 or 3, at a great distance from
D@, we can derive its leading-order far-field asymptotic structure using the results of
Appendix A. Without loss of generality, we shall assume that the source lies in the
left-hand half-strip, Xo € D, xy < a, and we shall set a =0. In this case, the transfer
function #(r ;6) simplifies to

H(1r;0) = (exp(ik'x cos8) + Ar(6) exp(—iky’x cos8))
x exp(ikyy sin @) cosh (k' (z +11)), x <a, (Bda)
and
AH(r;60) = Ar(0)exp(iky (x cos 65 + y sin63)) cosh (k) (z + h3)),  x>b, (B4b)

where Ay, Ay denote the reflection and transmission coefficients, respectively, and
0; = sin_l(k(()l) sin6/ kff’) is the grazing angle of the wave in D®. Using the above
expressions in (A 6) and applying the method of stationary phase to evaluate the
integral, we obtain at the leading order O(p~'/?) of approximation

on [exp(ikl’p — Lin A exp(ikyp + tin
P T0)~ A | plik 0 = 4im) |, (5 ZPliko o +3im) cosh (K (z+h1)),
ko JP Jh
(B5)

for x <a, where tan(d)=y/|x + xo|, and p=+/(x +x0)®> + y2. The geometrical
interpretation of the above result is shown in figure 12. The above result is similar
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FiGURE 13. Geometrical interpretation of the asymptotic result (B7), in the case kff) >kél).
The point source is denoted by a solid circle. The region of validity of this result is shown as
a shaded area.

to the leading asymptotic expansion of the wave field of a point two-dimensional
time-harmonic acoustic source in a plane discontinuous medium; see e.g, Felsen &
Marcuvitz (1973, §5.5¢).

An analogous result can be obtained for x > b > a, in the case y/(x —xp) < 1 (which,
since we have assumed Xy € DV, xo < a, becomes the most important case from the
point of view of applications), by using the small-angle approximation (65 ~ Qk(()l) / k((f)).
This assumption permits us to express the phase of the integrand on the right-hand
side of (A 6) as follows:

. K
S) = ké”(x cosf; + ysinb;) — k(()l)xo =~ k(()3),(3 cos <?3)9 — 1//), (B6)
ko
where tan(y)=y/|x — %o|, p=+/(x —F)? + y* and %, =x0k(()1)/k(()3). Applying again
the method of stationary phase to evaluate the integral (A 6), we obtain at the leading
order O(p~'/?) of approximation

/2 ikyp — i
¢sng(r7 rO) ~ ASI1gAT(I//k(()3)/k(()1)) k(‘gc)exp(l Ll 411.[) cosh (k(()3)(Z + h3))’ x> b.
0

NG
(B7)

The geometrical interpretation of the above result, in the case k(()3) > k", is shown in
figure 13.
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